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1. Introduction

In most practical situation-s to which the analysis of variance tests

are applied, they do not supply the information that the experimenter aims

at. If, for example, in one-way ANOVA the hypothesis is rejected in

actual application of the F-tesL, tne resulting conclusion that the true

means 1,i,.... 4 are not all equal, would by itself usually be insufficient

to satisfy the experimenter. In fact his problems would begin at this staqe.

The experimenter may desire to select the "best" population or a subset of

the "good" populations; he may like to rank the populations in order of

"goodness" or he may jike to draw some other inferences about the parameters

of interest.

The extensive literature on selection and ranking procedures depends

heavily on the use of independence between populations (block, treatment",

etc.) in the analysis ol variance. In practical applications, it is

desirable to drop this assumption of independence and consider cases !.1orp

general than the normal.

Our interest is to derive a method to const ruct local l1v het (in sna11W

sense) selection procedures to oelect a nonempty ub ,.t of th u K populations

*This research was supported by the Office of Naval Research Contracts

NOOO14-67-A- W02 0014 nd N000)14- 75- (.-04 Sat Pu rdo ir
in whole or in part is permit ted tor any purposc oi the Unittd States
Government.



containing the best population as ranked in terms of o.'s (defined below)

which control the size of the selected subset and maximizing the probability

of selecting the best. We also consider the usual selection procedures in

one way ANOVA based on the general ized least square estimates and apply the

method to two way layout case. Some examples are discussed and some results

on comparisons with ntner- procedures are also considered.

2.Locally best Selection Procedures

Let 1 :,, ... repre:ent k ( ?) populations and let i 'i.... in i

De n i independent tadrdoo! observtions froi :Ii" The selection procedures

will depend upon the observations through Tij which are defined as follows.

Let Ti - T(X i .. Xi X. .. X.) be based on the ni and n.iJin. jl'* 'jo.j
observations, from 'I and ,i i 1,2,...,k), respectively. In a given

problem the function T i , so (.chosen as to indicate the differences between

the pnpulation . in ,a rcasonable way. For example, if the observations

drawn from :,i are niormali/ distributed with unknown mean (1i ,  i k),

and kn,.,i vi rire . ,a choice of T.. .night b X-X , where

Xi - X. arl 2. X , . Now we assum:ne that T hs a .joint.I~ :! ', rij - I ,'Ii
probability density f urct ion g . (. ) depending onthe parameter and ,;,sume

that - ii s are known. Usually Tij s are chosen to obtain both sufficient

and maximal invariant statistics for Let iin ... Returning

to the above normal mean," problem, we find that iij 0 °i-O° and

. i = 5 i-,[k] for i " and i "-K-1 for " '[kV where
• -wmx o hereow

A populat ion i s idI to be b, t if n- x [. or the above

normal rreans example, is e, i i ai d in this case..... 0

and
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Let =i (Tiji1 j < k, j 1 i( = i< k, $ i)

and zi = (ziji - j k, j f i) are all k-i dimensional vectors. Assume that

the joint density of Ti j = 1,2,..., k, j f i, is fF.(zi), 1 < i < k, (with

respect to some n-finite measure i). Let Ii be the probability of selecting ri,

k

Sr = .= (1 .... k)i_ f'izi)f.i(zi )dp (zi )  r

-i

and

k= {~:~ ~ f7 ['(zi)f i(zi)di~zi) =rJ.Sr 11 '' . . . ) i' -'".

Theorem: Let c. 0 A' CO b defined by
k

I if M i ' -, f' (z.) cf .(Z.),
" -""- n.

II

0

Then 6 o maximizesi~ min Pl'i(zi;"- f'-(zi)l d ,(zi) among all rules

E S 0 is called a locally best procedure in this sense.r

Proof. For any S

k 7 f,. i i ni n .. f 'i & d:(L-

j i i

1 ji( .i ' - I t i

k 0

7- i-,~ ,( i 0i

-T

This proof is compkrte.
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g~)= k 'X whee
Example: Let g (x) vnx-- e.Le

j-Ii 1 /2

Ti <-.,1 k, j i, . 0, and Z= X- i. We know

that a maximal invariant unde-r a qroul) G is T. ( i- I -k where

G is the qroup of trans irrnati ons

qzj (z1  + C,. . . + C) C*.

which, in the parameter space, induces thEo transformjations q '-i ii +C.

Since 7 (~~l -(. )is the covaridnce matrix of 7.'. We-k- x k- ) n I 3:

know that is posirive definit,, nrd

k-i

k-i

Hence
k-i

f: (z) = (2i,) F: xp ~ iil) i-i)z2"

)('fl' ikk

Thus,

+(-)zkl -z ** 2:, (i-i +;(k-i)zjj-2z if

*..- 2z i k

Hence



k
1 if min[- Y 7. ( zij . ,

o ) i,

or

1 if max .
I j'i

0 inSO(zi)

3. Usual. Ap roach to_ Selection
P robil. 1 ino !{WdI L aye:ut

Let -nil .. h. k  e k populations. et Xil ... Xin i  denote n i

independent ob,ervart iois from the ith population .i Let the joint density

X 1,x 2n, ."  X be of the following form:f X I .... In I  WiI. . . . 'k .. . knk

I.( ,- )_ - (x- : '

where ' " 1V k , .

and i a kllow,, i i Vir d f )nIi r i I x 'nd c v:. determineu such theft

2 , 1 i , a lea 'it,,.

L t.. . , ) and also, lot

-ni

1
ANx k - n,

n
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k
where 1' = (1,... l) with ni components and ni 

= N > k.

We consider the analysis of variance problem in a one way layout;

let

+.. j=l., ~l.,
x ij 'ii j j = .... n i' ; '"l..

which is in the form of the general linear model

x = A6 + e,

where e' = (ell ...,eln1 ;...;ekl .... ,e ) with var(e) A.;- ,eknk

We know that the generalized least square estimator of o is

Yk)Sic (A'.-I_ of Y' =
-Y

Since _ B-, k A,-A',-I, the joint density of Y' (Y. l''k)

is of the form

(3.2) bk l -  h((

where A1 = BAB' ( i).

The ordered i's are denoted by o[i] " ..-. "[k]" It is assumed that

there is no prior knowledge of the correct pairing of the ordered and the

unordered oi's. Let us denote by t,(i) the population (unknown) associated

with 0[i] , i = 1,2,..., k. Our goal i; to select a non-empty subset of the

k populations so as to include the population associated with 0 [k]* Defining

any such selection as a correct ,,election, we wish to define a procedure R

so that P(CSIR), the probability of a correct selection, is at least a

preassigned number P*(-k P* 1- ). We will refer to this requirement as

the P*-condition. We propose the followinq rule R baiied on Y, I .- i " k.
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R: Retain in the seletted subset if and only it

, . iax (Y .- . .2-Y1 4jk J 11 )3 iJ

where c - ckk,P*;n j. , , j<k) :. 0 is chosen so as to satisfy the

P*-condition.

Let Y and denote the observation and the varidnce associated

with the population (i) with mean op i 1,2,..., k. Of course, both

Y(i) and j(i)(i) are unknown as in u(i)(j), the covariance of Y(i) and

Y W) Thus
(33) PCSR PY Max (Y j ----- k)(k)+O(j)(j)-2~)j)

( ) (k) (j

1 < j < k-li,

where for , 1 Y -- k, we define

(3.4) Zr (Y(r)-Y(-[][])+ ) 2or))

for r 1,2,...,k, r

Let Z, Y A, where = (Zr9: r 1,2,... ,k, r z) and

Y (Y 1 - [ ]. . .Yk -) k )

The matrix A with k rows and (k-i) columns is defined as follows:

Let, _ _ 2
Let (r)(r)+ ( ,) (r)())) -  I < r, ,. < k, r ;

"1, 0 ... 0 0 0

0 -2

0

(3.5) A 0 0 0 0

- I -2 "'" - I- , -_'N +1,. -ak,z

0 0 0 0

0
* 0

O 0 0 0 k 9



and z-

Since AzlA. = ((P)), i, j 1,2... .,k; i, j 4 £, for 1 < k and

A Z is of rank k-i, hence the joint density of Z is

1- )-I~j

(3.6) (z,,) = k A ... A '

For any given association between oij, l,... k) and

((i)(j); i,j = 1,2,... k) we can see from (3.3) that the infimum of P(CSIR)

is attained when n ]  .

Hence,

(3.7) inf P(CSik) : ri n P', i - (7 r=l , k , rf. {p }I.

.. . .k 13

For < k, let "i be such that

(i) Ij ii, 1, j ,'. i, jfk;

(3.8)

(ii) _ , 3 , . , ' tk13 -

and for any 0, ( - k), there exists; an m, (1 m _ k), such that

for any i, j, i, j-l,2,...,k, i, jfi , ifj,

(,') .. (in)
K.

for rome r, s, rfs, r, Thm, r, s-1,2,....k.

Lemma [3]. If X'= (X1 .... ) has density L:I-K"f(x'7 x ), then for any

two positive definite (symmetric) pxp matrice.' r1 (ri) and r 2  ij

such that r i = i 1 i < p and rij I I .- i < j < p,

P r X n l ' Xp P X < . Xp <

for any real number; :l . . . -

. .. . . .. .. ... .. II m -J • A
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By (3.8) and Lenuna, we have

(3.91) inf P, (C'SR)

C C V

-f K dz~1 )d k, k-i ,k'

04rscussion Gf (o n d tij 8. I1
FOr C3InpuLtt 10fl. I onuTVeneOe ,C aO'cdll thot :didg(i '

A, .. ~ 11 oisc the components X ,

xkI' . knXk are indepenenlt then the joint oistribution g as in (3.1)

is multivariate normal (see K~e Ik e I L,p 8) Thon

A' A (--. . ..... ) Ild

'V,2

n

diaq 11 he n IIIi an

i ij 0 or i I i -t , k dnd p-1
then(w kI- m 1 v a n 1nk

r v.



i (0

3.l, 10 'for j, i, j .Let

1PI(i ±- I -J (1

i'r[ 1 II[ ,

Then , it is ear i to check that the Cjfnatiom ( i s a tisfied.

Expec L,-d subse Lb ;t , t iaor a.,e) as Ce

Let the joint density p as in (3.2) have th- form

( 3 .1 V(: h ,y , : ; '

13 1
where . = (. j ]  is-- pc:,i i riif i n ite vit-,h j = .. n=. .

when i n d a kniown. Let S ie+- the si ze- sf the ;elc te :

subset exciuinj Lr t pupa (1 n OiW Th-n the ef:pocted lizeet z 2

given by

k-i
E(S'R) PiSelecting ij)IR}i-i

k-I
- P Y ,Illllx Y -c , i-

k-i (, (,)
i I

k-11

f3 7 1 fi . 1-)

-; k ,

and I)defined was in (3.6) is,

13 k ( ij

______________________________________________________)i-



I if i = j, i, j ,

'i

f
.2 if i , i, j T ,

We assume that f is strictly docre'asinJ. lhen f is Schur-concave [8].

Since '1 B and X [P implies x L 3 hence

S ak' (;ij ) .. ) z )dz
B . ,

is a Scnur-concawv function of 1.. From toe fact that.a .

(al a2 . ,a n ) .> ( n-)(l ,1) f or all vectors a, where a = (a I  ,a n

b - (b !.... ,bn  and a1  a2 .. an, b , b? -... bn , a > b means

n n n'

a. b., = b ,n-i ,. ,' For any ;, 2 k-i,
i " 1 - -1" 1 - il

> (';.....4, for some

But [.]-o~j2 0 for i an! .[.-4jj 0 f:r j , hnce it follows

that the Siujprm of

t + ,

over occurs when p.] " For- 1.

and Bls I , B1. Hence

k- i')-

sup E (SiR) =  a (; f(: ( i )dz

IK-I P* pro,. idrd Lhat

inf P (C '

1W
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Remark: Let p be the multivariate norrmal density as in (3.11), then f

has the required property.

3.1. Appications to Normal Populations

Let 1 k..... .be k independent normal populations with means

2? 2 2 2 2
and varinces oI,2 .. k respectively. Let -. " k - '

2

where o may or, may not he known.

Case (a): 2 known. We assume without in. los,. of generalitv that 2 1,

and for this problem (3.2) as,;ues tho following form:

k2p(x) = ( ,) I i h (f u ' - ( -: )

where ' , h(x) e - x, and D diac(n 1

Gupta and Huang [6] proposed the followinI rule P based on the sample

means Yi from i, i = 1,2,... k.

R Retain i in the selec'ted ,uhel if and only if

Y max (Y -c 1
l1j.k

where c, = C1(k,P*,n I ..., n k ) 0 is chosen so as to satisfy the P*-condition.

. - -1 - l-IFor the condition (3.10). " 1 1 impiie, 111 ni , 1 i < k. Therefore

any ;, 1 < .

- i - + I"i)1 -" i i j
ni

1  
7 fi 1

and

. . 1, 1 < i - k, i 4 ;
1 t--

Let ;, i (, ,.ki)- Thus k I' i ij I ,k-I

and K k 1, 1 i k-1.

4
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By (3.7), we have

(3.12) inf P(CSJR)
CI  c1  _ k

(2-r) 21<- - -(l z )dzl dzkii "K l k * d z I k " - l ,k '

where Zlk' .... k,k are standard normal random variables with correlation

rs =rs. It ic; known that 7lkv .... 1-l,k can be generated from k independent

standard variates Y11 ... Yl 1k-I Y by the transformation

Zj = (l- + Y+i .Y,

and then (3.9) is as follows:

k-I c -I u
(3.13) inf P(CS;RI) f , (--I  )d-l"J) .

22

Case (b): unknown. Let s denote the usual pooled estimate of L on *

degrees of freedom;. Gupta and Huanq [6] proposed the rule R2 for selecring

a subset containinj the population associated with the largest , i

R,, ,Retain i iii hi selected subset if and only if

ma x -s * +

where c, = r?(k, P .n,.. nk) 0 is to be determined so that the P*-curi tior,

is satisfied.

Usinq the samp arument a , in case (a), we can obtain

* k-i ,l' .... *-]dx~ d'

(3.14) inf P(CSji 2) f ), (

where Q (u) dvn,)tv,, the cdf of a v/ I' ar i ato.
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The Evaluation of the Constant c Associated withR

Let UlP....Ukl be k-l standard normal random variables, and the

correlation coefficient of Ui and U. be p, ij = 1,...,k-l, where

3

+ [(1 + +Id) (l +np; n[2
n[[2]

kUsing the same notation as before, we have i > p ' i,j 1, .... ,k-l, hence

P{Zik <c, i 1 ,... ,IK-l, i}

k-I - )dP(u).

Equating the above integral to P*, values of c are available for the equi-

correlated Ui's from the tables in Gupta, Nagel and Panchapakesan [7].

These c-values will be greater than the exact c1-values satisfying the

equations by equating the left hand side of (3.13) to P*. Some of the

exact cl-values can be obtained from T-v.)le 1 of Gupta and Huang [6].

Some Results on Compoarisons

2

Assume that c - 1. The procedure of Gupta and D. Y. Huang [6]

is more efficient than Gupta and W. T. Huang [5] for the case of k = 2,

n[l] c an[ 2 ]' 0 e 'I < 1.

For a.2 unknown, Chen, Dudewicz and Lee [2], have proposed a class of

procedures as follows:

R a: Retain ii in t.he ,elected suhset if and onlv if

k max YJ- (I n .,

Y I. l .. . , n. ... '
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where a is any fixed constant such that 0- a ,

For any fixed P*, . < I, and k 2, n n ,

- + -
A, a

inf P(CSIRa) = fI(------ x)dQ ,(x) P*,

and

inf P(CSIR l f- ;(clx)dQ,(x) = P*,

hence c n n + a Sincec
ni 1 2 an[ 2 ] a

2 1
,) V(YiR) =ax Yup - a s +---

i~ i <J ._j2 elr(

SjSkV ,a

sup . P(Yi max .n...)
, )= 1 1, 3 I, < fli ry

sup E( li,).

4. Selection for_ Smll 1Variances of Normal Populat ions

Let " k d,'note k independent normal population', ith unknown
2 2 ?

variances .respectivly, >  , i = 1,2,....,k), and with all

means known or unknown. rhe ordered variances are denoted by 1] "'" i

It is assumed that there is no a priori information available about the correct

pairing of the given populations and the ordered parameters The population

with variance equal to ol] is (:alled the best population. The goal is to

select a non empty subset of the k populations containing the best population.

Any such selection will bF, called a correct selection (CS).
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s ..... s denote the sample variances. Letenoe

(unknown) sample variance that is associated with the ith smallest

population variance, J2 ; let denote the numbei of degrees of freedom
poplaio

associated with s6 ). Gupta and Sob l [8] have proposed a procedure for

this goal. Gupta and Huang [6] obtained a lower bound on the infimum of the

correct selection. 4e modify Gupta-Scobel procedure to obtain exact results to

satisfy P*-condition asymptotically and apply the method of Section 2 to

obtain an optimal procedure.

R3 : Retain i in the selected subset if and only if

1I 1! + ._ I

2 lm__ "'i 'j 2

s[ < min [(. s],I- cj .l - <j~k c3

where c3, (0 , c3  1), is the largest value satisfying the basic P*-condition.

We shall show how large sample theory can be used to find very good

approximations to the required probabilities even for relatively small n.

Our principal tools will be the use of the tranvformation y = loge s2 (see [1]),

and the approach of certain multivariate di;tributions to multivariate normal

distributions.
S.

Let Xi 
= log e 1 - 1,2,... k. It is known (see [8]) that the

expectation and variances are

EXi  + ___) + ( 3 1.3
d2 1

Var(X) d logerX]
1 dx 1x 1

2 2 4 -5+ -- 1 .
i 2 313 1

1 1
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and E(Xi-X.) j i*i , V. i

Var(XiX_) + 2--, for j 1,2,... ,k; i.
2°j

Thus

2('i - Si
(i) log ---

1

is asymptotically distributed as a standdrd normal variable Z. as ..

Since

s2 1 1 4, 2
si 1 Vi~

--- )  V j - - 2 j j

0. C3 2-3.
1 '3

is equivalent to

1 1

Zi j <1 log + V j . j

/ -- i + '

1

where Zi (Xi-X 1 + -j1"2 + 2 :, for 1 i, j k, i f j, and
V. V .iA

k1
Kij = = ri r .k i,j - . . - , i i J

+ [i] + "I

Hence we can apply the results in Section 3 to prove

k-l c k-r ku
inf P(CSIR 3) I(_j~ l (1-r;,.):

where 1 _

S o L. + L iuCkj /2 c1 /_ -

' - .... ck o q --- -- , , j -. k.. ... ' - . .. .1 .. - ... . . ...



It should be pointed out that for, equal sample size case, Gupta and

Sobel [8] compared the exact v, iw, and the ,Is/fptot i C values of the con'tant

c3 to ,ee how close they are.

For any i, 1 i k, let ij - and Ti - for 1 j k, ,i i.

We can find the joint density of Tij, 1,2,..., k, j f i. We can Lor ,truct

an optimal procedure based on ij's using the method of Section 2.

5. Se-lecti.nP-r-oce d-u.res -_i n__Tw__Way__Layo-u_t-s
_

Let ',l,,29 ... 'k be k populations. For a two-factor complete block

design with one observation per cell,we express the observable random

variables X.: (0 1,2,..., k; 1,..., n) as

k
(5.1) X i., + ' + i + '. o'I ' O

where u is the mean-effect, . , are the block effects (nuisance

parameters for the fixed effect , model or random variables for the mixed

effects model), 1......k are the treatment effects, and the iare the

error components. Let Xl 1.. ..X Jenioto the n independent observations

from the ith population i  Let the joint density ol X11, .... Xn; X.

X2k;...; Xkl . .. X b, o of the followinq forn:

(5.2) c (AK q 'x-) I (X-o)

where x'= (xl1  ..... X n ..; k . .. xkn) and ,,' (illl -. , P .n ,kn ) ,

= . + J ,? ,...,k; I. .. ind ' i a known [)ositive

definite matrix, ( i,, determined such that (5.;) i, a densitv.

Our purpos e is, tu 'Judy smie ',e ( t ion ;)ro .d, ,, to '(It se ,ct a subset

of a random s zo cornailn n(1 th(, ' t" It'I i(i t. fil, (Ul.i tv ot tilt,

k4
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treatment is judge by the largeness of the r, s.

Let T[ ]  ... [k be the actual ranked -t',; (which are unknown), and

let
n k

Zi =Xi- where _ Xi l ,k and R - X..

We denote the ordered values of the Zi's by Z Z[k ] and let

Z be the random variable associated with i[w i 1. - k.
(0)

By a similar argument as in Section 3, we know that Z. is the

generalized least square estimator of

Let Z = EY, where E' = (Ell ... ,Ek)knxk with rank k, Y' = (Xl. .Xln;
... " X l . . Xkn) 1n ' 1-l _ - ] ... . ]- l - ,lkl )

kl' 1 k ' "' kE.' n F''" =' "k)

- 1 for 1 i - k.
kn"'"-kn

Then the joint density of Z15..... k is of the form:

(5.3) bk I --I h((z--)"1 (7-))

where z' =  (z I, ... TZ) ' = ( . .. k  and I (/,E'
kxk

The methods to construct selection procedure,, are the same as in

Section 3.
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